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What motivates us?

● Human psychological architecture is 
evolutionarily old
– Our cognition is slow

– Our cognition is compartmentalized i.e. modular

– We are not perfectly rational
● Bounded rationality

– We did not have artificial moral agents in our 
evolutionarily environment

● How does our cognition deal with these issues?



  

Cognitive template for morality



  

Central theoretical questions

● How does our stone age cognition go hay-wire:
– How does our intuition with respect to assigning 

blame work?

– How about our need for retribution?

– How about our perceptions regarding norm 
obedience?

● Is it okay for the robot to break the traffic laws?
– If so, why, when and how? To save lives? How to constrain this?

–



  

What are we doing?

● We are answering these questions 

– 1. “How should moral decision making be programmed into 
robots?”

– 2. “How does our evolutionarily old human cognition treat robots 
when it comes to:

● A) Assigning responsibility
● B) Having the need for punishment and retribution
● C) Making standard decisions that are already made by 

humans?”
● This approach is needed, since there is no consensus or knowledge 

on how we should create or program robots to make these decisions 
– no general public discussion has been had about these issues



  

What do we need funding for?

● Basic research on 
human moral cognition
– Build experiments

– Create stimulus materials

– Collect data

– Analyze data

– Write up research reports 

– Publish in high quality 
journals



  

What are our aims?

● Run moral psychological studies by focusing on 
human-robot interaction in moral situations

● Develop and use realistic virtual 3D environments 
to advance the field of moral psychology

● Combine philosophy, technology and experimental 
social psychology to help human kind to build a 
better future

● Provoke public discussion on the matters
– This part we have already achieved



  

Pilot study as an example



  

Possible future research questions?
● If machine is infected by a virus, whose 

responsibility is it (from stone age mind 
perspective)?
– Do we understand, as people, the agency 

behind computer viruses?

– Moravec has reported a case where virus 
was born spontaneously and lived in the 
DARPA -net

● Which emotions regulate machine 
morality
– Disgust was a candidate

– Anger motivates retribution, but is it 
sensible?

● How about mind upload scenarios in AI 
development?
– MRI considers this as one of the threat 

scenarios



  

Discussion
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